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Abstract
[bookmark: OLE_LINK3][bookmark: OLE_LINK11][bookmark: OLE_LINK12][bookmark: OLE_LINK25][bookmark: OLE_LINK23][bookmark: OLE_LINK24][bookmark: OLE_LINK13]Based on the integrated ParFlow.CLM modeling in the Little Washita basin located in the southwestern Oklahoma in the U.S., the long-term effects of groundwater (GW) pumping on ground surface temperature (GST) are studied. Conclusions are obtained based on the simulation results as follows. The subsurface can be conceptualized as a buffer on variations of GST while GW pumping can weaken this buffer causing hotter summer and colder winter. In the long-term pumping, the variations of GST (ΔGST) present nonlinear warming trend in average by rapidly increasing in the beginning and gradually reaching dynamic equilibrium. This is due to the attainment of a new equilibrium of the GW flow system with a sustainable pumping rate. Whereas, for unsustainable pumping, it is mainly attributed to the fact that the water table depth finally becomes lower than the critical depth range (1–10 m). Different coupling depths between ParFlow and CLM are tested in the long-term pumping scenarios since it determines the heat capacity of the subsurface buffer which is important on regulating GST. The buffer with deeper coupling depth is more effective on damping the nonlinearity and the amplitude of ΔGST. In addition, the effects of coupling depth on GST are more prominent when pumping occurs due to the degenerated thermal properties. In other words, the time-scale for GST to response the different coupling depth is greatly shortened under pumping in contrast to natural state. This study diagnosed the subsurface buffer on variations of GST with the role of coupling depth in the integrated modeling under long-term GW pumping. The results are expected to have implications on integrated modeling in GW depletion areas worldwide. 
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1.  Introduction
[bookmark: OLE_LINK10]Groundwater (GW) is an essential source of freshwater in arid and semi-arid regions. The over-exploitation of GW since the 1970s has caused severe GW depletion in different places of the world, such as the North China Plain (NCP), the High Plains and the Central Valley of the U.S., the northwestern India, and the Middle East (Aeschbach-Hertig and Gleeson, 2012; Famiglietti, 2014). The increase of water table depth (WTD) due to pumping decreases the soil moisture, which in turn influences the water and energy fluxes at the land surface (e.g., Ferguson and Maxwell, 2012). The recent development of integrated hydrological models coupling the land surface and subsurface processes overcomes the over-simplification of the groundwater movement in the land surface models (LSMs) (Maxwell and Miller, 2005; Zeng et al., 2018), which will advance our understanding on the feedbacks between subsurface and land surface under perturbations of the GW pumping. 
Ferguson and Maxwell (2012) showed that the changes on terrestrial water and energy budgets by GW pumping and irrigation at a basin scale are comparable to those as a result of global climate change. Condon and Maxwell (2014a and 2014b) demonstrated the amplified high frequency (subannual) variability while attenuated low frequency (interannual) variability in streamflow and WTD by GW-fed irrigation. Condon and Maxwell (2019) recently revealed the long-term effects of GW pumping from a hydrological perspective by focusing on streamflow and evapotranspiration on the continental U.S. (CONUS). In our ongoing research conducted in the NCP (Yang et al., 2019), the effects of GW pumping on ground surface temperature (GST) are studied based on the integrated modeling by ParFlow.CLM (Maxwell and Miller, 2005) at the regional scale. Based on 2 years of simulation, results showed the subsurface acts as a buffer to GST while GW pumping weakens this buffer by causing hotter summer and colder winter and an increase in GST in average. However, due to the excessive computational costs associated with the high-resolution simulations at the regional/continental scale (Maxwell et al., 2016a), the long-term effects of GW pumping on land surface heat fluxes are still remained unknown. For example, what is the long-term trend of the rate of GST increase due to pumping? The same question has been proposed by Keune et al. (2016), where they wondered if the differences of land surface-atmosphere feedbacks caused by the GW representations in integrated model remain or even increase at a time-scale of years or decades.
Since the subsurface may be conceptualized as a buffer to the land surface heat fluxes, the bottom boundary condition placement (BBCP) of the buffer should be a major concern in the proposed long-term integrated modeling. Details of the BBCP in ParFlow.CLM (or land surface models, LSMs) can be found in section 2.1. Obviously, the BBCP determines the volume and thus the heat capacity of the buffer, which regulates the land surface heat fluxes. Stevens et al. (2007) drove a one-dimensional separated soil model by data generated from both synthetic and General Circulation Model at the surface boundary. Their results showed that, for a 110-year simulation, a 10 m BBCP leads to an underestimation of the heat storage capacity of the global continental subsurface by 1.0 × 1023 Joules if compared to the simulations using a 200 m BBCP. Besides, the effects of BBCP in the LSMs were also studied but not limited to Smerdon and Stieglitz (2006), Alexeev et al. (2007), Nicolsky et al. (2007), Lawrence et al. (2008), MacDougall et al. (2008), Gonzalez-Rouco et al. (2009), MacDougall et al. (2010), Brunke et al. (2016), and Cuesta-Valero et al. (2016). However, the critical role of BBCP in the integrated models has been rarely discussed. Also proposed by Stevens et al. (2007), it is unclear about the effects of BBCP on the heat storage capacity of the subsurface in a coupled model with other interactions and feedbacks. This is indeed consistent with one of our objectives in the current study: how the subsurface buffer on land surface heat fluxes would behave with the GW pumping in an integrated model such as the ParFlow.CLM? In addition, Smerdon and Stieglitz (2006) pointed out that the BBCP in the LSMs should be determined by the timescale of interest. With the concern of long-term pumping, e.g., more than 50 years in the NCP, the BBCP deserves more attention. More importantly, the primary concern in this study is the effects of BBCP on the regulation capacity of the subsurface buffer on GST in contrast to the earlier studies which mainly estimated the bias of the continental heat storage caused by BBCP.
We believe that now is the time to demystify the role of coupling depth in integrated modeling. Several examples of the subsurface layering in the ParFlow.CLM modeling which determines the corresponding BBCP are given as follows. In Condon and Maxwell (2014a and 2014b), the subsurface is divided into 50 layers with a depth of 2 m per layer. In Maxwell and Condon (2016), the layer thickness is 0.1, 0.3, 0.6, 1, and 100 m from top to bottom. In Kollet and Maxwell (2008), it is 0.5 m per layer in the subsurface. Hence, the BBCPs in these studies are 20 m (2 m/layer × 10 layers), 2 m (the sum of the top 4 layers), and 5 m (0.5 m/layer × 10 layers), respectively. However, how to define and set up the layering in the integrated models is not clear and seems empirical in previous studies. Though some previous studies based on ParFlow.CLM emphasized the importance of layering in terms of representing the subsurface heterogeneities (Atchley and Maxwell, 2011; Condon et al., 2013; Maxwell, 2010; Maxwell and Kollet, 2008; Meyerhoff and Maxwell, 2011; Rihani et al., 2010), the setting of the BBCP in the integrated modeling has not been fully clarified. Although Khorsandi et al. (2014) is based on the integrated ParflowE.CLM (Kollet et al., 2009), they did not consider human disturbance such as the GW pumping.
In this study, we conduct integrated modeling and a series of numerical simulations using ParFlow.CLM in the Little Washita basin. The objectives are three-fold: 1) to verify the subsurface may be conceptualized as a buffer on GST in the Little Washita basin, which is as a priori hypothesis in this study inspired from our ongoing NCP study mentioned above, 2) to understand the performance of the subsurface buffer on regulating GST under the long-term GW pumping, since the medium-sized Little Washita basin is an ideal testing bed compared to larger domains (e.g., the NCP and CONUS), and 3) to explore the mechanisms governing the capacity of the subsurface buffer, especially the role of the BBCP under long-term GW pumping in an integrated modeling. In the following sections, ParFlow.CLM and the coupling depth between ParFlow and CLM (BBCP) are firstly introduced, the modeling details particularly with the layering in the Little Washita basin are then described, results are obtained based on a total 132 years of simulation followed by discussions, and conclusions are finally drawn.   
2.  Methodology
2.1 ParFlow.CLM and its coupling depth (BBCP)
ParFlow.CLM is an open source (https://github.com/parflow/parflow), integrated hydrologic model by coupling an advanced Common Land Model (CLM) (Dai et al., 2003; Ferguson et al., 2016; Jefferson and Maxwell, 2015; Jefferson et al., 2017; Maxwell and Condon, 2016) and the groundwater solver—ParFlow (Ashby and Falgout, 1996; Jones and Woodward, 2001; Kollet and Maxwell, 2006; Maxwell et al., 2015) through the root zone (Maxwell and Miller, 2005) (Figure 1). ParFlow simultaneously solves the three-dimensional variably saturated subsurface flow by Richards’ equation and the two-dimensional overland flow by kinematic wave equation, which are integrated through a free surface overland flow boundary condition (Maxwell and Condon, 2016). CLM is a land surface model integrated into the ParFlow as a module, which simulates the plant processes including transpiration, ground and canopy temperatures, snow dynamics and land energy fluxes to the lower atmosphere (Maxwell and Condon, 2016). Therefore, ParFlow.CLM well describes the interactions and feedbacks within and between water and energy cycles in both land surface and subsurface processes. More details can be found in previous studies (e.g., Maxwell et al., 2015, Maxwell and Condon, 2016, Kollet and Maxwell, 2008).
[bookmark: OLE_LINK26][bookmark: OLE_LINK27]In ParFlow.CLM, the original soil layers in CLM are reformatted to match the layering requirement in ParFlow. The default number of coupling layers in ParFlow.CLM is 10 (Maxwell et al., 2016b) while user can specify this number (≤20) by changing the input parameter. The thickness of these coupling layers is the same to that assigned in ParFlow and thus the coupling depth (BBCP) is determined (Figure 1). In the coupling layers, CLM and ParFlow exchange hydrology information (e.g., soil moisture and source/sink terms) while the heat transport is calculated by CLM using the energy conservation and conduction equations written as Eq. (1) and (2) (Dai et al., 2003; Kollet et al., 2009) together with the boundary conditions shown in Figure 1.

                                                             (1)

                                                                  (2)
where c is the volumetric heat capacity, T is the soil temperature (GST if located at the land surface), t is the time, F is the heat flux (ground heat flux, G, at the land surface), z is the vertical distance from soil surface and is positive downward, S is the latent heat of phase change, and λ is the thermal conductivity. 
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Figure 1. Schematic of the coupling depth (BBCP) in ParFlow.CLM.
2.2  Integrated modeling in the Little Washita basin
2.2.1 Study area and data
[bookmark: OLE_LINK21][bookmark: OLE_LINK22]The study area is in the size of about 1600 km2 (41 km × 41 km) that includes the Little Washita basin (~ 600 km2) (Figure 2). It is in the southwestern Oklahoma of the U.S., characterized by the semi-arid climate. The elevation varies from 330 m to 460 m, which is lower in the northeast while higher in the west and southeast (Figure 2a). The land cover (Figure 2b) is dominated by grasslands and savannas, belonging to the classification of International Geosphere-Biosphere Program (IGBP) (https://www.usgs.gov/centers/eros). Croplands are found along the stream while a small portion of forests is scattered in the west (Figure 2b). The top soil (Figure 2c), determined from Miller and White (1998), is composed by the loam and loamy sand and a small portion of sand and silt loam (Kollet and Maxwell, 2008; Condon and Maxwell, 2014a). Hydraulic conductivities of the deep aquifers (Figure 2d) are within a range of 0.025–0.689 m/hr (Condon and Maxwell, 2014a), which are determined from the global permeability in Gleeson et al. (2011) with adjustment from the borehole observation data (Kollet and Maxwell, 2008). 
The data listed above and the basic framework of the model used in this study are adopted from the installation package of ParFlow.CLM (https://github.com/parflow/parflow). Nevertheless, the modeling area is a real place and the above data either have publicly accessible sources or are available from previous studies. Specific modifications mainly on the coupling depth are done in this study. Previous studies conducted in this basin also include, e.g., Kollet and Maxwell (2008), Ferguson and Maxwell (2011 and 2012), and Condon and Maxwell (2014a and 2014b), which indeed can be taken as a benchmarking case for further explorations. 
[image: ]
Figure 2. The elevation (a), land cover (b), and soil (c) and aquifer (d) properties in the modeling area.
2.2.2 Discretization and coupling depth
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]The subsurface is divided into 1 × 1 km2 cells in the horizontal direction with terrain following grids to accommodate the topography. Layering is customized in this study. The subsurface of 100 m thickness is discretized into 15 layers with 6 top layers of 0.1, 0.3, 0.6, 1.0, 3.0 and 5.0 m and 9 bottom layers of 10 m per layer. Thus, the number of grid cells are 25215 (41 × 41 × 15) in total. The top 4 layers (2 m) are set to be soils (Figure 2c) while the deep subsurface (98 m) has the hydraulic properties of the aquifers (Figure 2d). Six scenarios with different coupling depths (2, 10, 20, 30, 60, and 90 m) are tested to study the feedbacks between land surface and subsurface processes, especially with the long-term GW pumping. The coupling depth corresponds to the number of coupling layers of 4, 6, 7, 8, 11, and 14, respectively. Hence, the scenarios are noted as L4, L6, L7, L8, L11, and L14 respectively, where L represents the layer. 
2.2.3 Boundary conditions and simulations 
The boundary conditions are all no flow boundaries except for the overland flow boundary at the land surface. Meteorological forcings from 10/01/1970 to 09/30/1971 in this study are obtained from the 1.25-degree gridded Japanese 55-year Reanalysis (JRA-55) (Harada et al., 2016; Kobayashi et al., 2015). The forcings are spatially uniform by using the data near the center of the modeling area (Kollet and Maxwell, 2008). The original JRA-55 data of 3-hour resolution are linearly interpolated into hourly resolution. The 1-year forcings are repeatedly used in the following 10-year pumping simulations. 
After spin-up (refer to section 2.2.4), one more year is simulated to represent the natural state without pumping while 10 years of simulation with pumping is conducted to explore its long-term effects on GST. GW pumping is assumed only in the croplands shown in Figure 2b. Multi-year averaged annual pumping rate of about 80 million cubic meters is adopted from Condon and Maxwell (2014a). One more group of pumping simulations with tenfold pumping rate are also conducted to understand the mechanisms of the subsurface buffer. Those two groups of simulation are noted as G1 and G2 respectively. Hourly time step is used in all simulations.
2.2.4 Initial conditions
Initial conditions are critical and specifically considered in this study due to the thickened coupling depth. In Stevens et al. (2007), a spin-up of 500 years was conducted for 500 years of simulation, and the heat propagating downward did not reach the 1000 m BBCP. In this study, for L4, which is the common set in previous studies (e.g., Maxwell and Condon, 2016), 4 years of spin-up are enough to achieve the dynamic equilibrium of the model. Nevertheless, considering the 10 years of pumping, longer spin-ups of 10, 30, 50, and 100 years (≥ 10 years pumping) were performed additionally to ensure the reliability of the simulations. Therefore, the following discussion in section 3 is based on 4 years of spin-up while the results with longer spin-up are provided in Supporting Information (Figures S1 and S2).  
2.2.5 Model evaluation
The model was evaluated in Condon and Maxwell (2014a), which demonstrated its capability to capture the interactions of water and energy processes between land surface and subsurface. Also as pointed by many previous studies based on such integrated models (e.g., Condon and Maxwell, 2014b, Maxwell and Condon, 2016), the aim here is to diagnose the subsurface buffer based on a realistic platform but not to fit history or predict future by a calibrated model. Hence, no special calibration and verification of the model were conducted in this study.
3.  Results and discussion
3.1 Performance of the subsurface buffer   
3.1.1 WTD and GST variations under long-term GW pumping 
[bookmark: OLE_LINK29][bookmark: OLE_LINK30]If not otherwise specified, the discussion in this section is based on scenario L4 in G1. Annual average WTD in the year without pumping is 2.32 m in average and 25.08 m at the maximum (Figure 3a). The difference between annual average WTD in each pumping year and that in the year without pumping was calculated (ΔWTD) (Figure 3). Obvious increase of WTD occurs not only in the croplands with pumping but also at the uplands without pumping (Figure 3), which is consistent with Ferguson and Maxwell (2011) and Condon and Maxwell (2014a). The mean ΔWTD in the modeling area was plotted in Figure 4. The mean ΔWTD after 10 years of pumping is about 0.5 m for G1 and 10 m for G2. Hence, after 10 years of pumping, for G1, most WTD in the modeling area is still in the critical depth range (1–10 m), in which the land surface heat fluxes are sensitive to the variations of WTD (Condon and Maxwell, 2019; Ferguson and Maxwell, 2011). In contrast, for G2, most WTD has become lower than the critical depth range. In addition, the rate of increase of WTD is decreasing with time in G1 while it is almost linear in G2. The mean, maximum, and minimum change of GST (ΔGST) are shown in Figure 5. GW pumping leads to increased GST in summer (March to September) and decreased GST in winter (October to February) (Figures 5a and 5c). The mean ΔGST indicates the warming trend in average (Figures 5a and 5c), though the decrease of GST is over its increase at extreme values at some moments (Figure 5b). The mean ΔGST is in -0.5 K–0.5 K in G1, and in -1.5 K–1.5 K in G2. In addition, the variations of GST occur most obviously in the pumping area (Figure 6). These verify the hypothesis proposed in section 1 (i.e., the first objective in this study) that the subsurface may be conceptualized as a buffer on variations of GST in the Little Washita basin. GW pumping can weaken this buffer by causing hotter summer and colder winter with a warming trend in average.  
[image: ]
[bookmark: _Hlk18753244]Figure 3. Annual average WTD without pumping (a), and ΔWTD after 1, 2, 3, and 4 year(s) of GW pumping for L4 in G1 (b–e). 
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Figure 4. Mean ΔWTD for the 10 years of pumping: (a) L4 in G1; (b) L4 in G2.
[image: ]
[bookmark: OLE_LINK8][bookmark: OLE_LINK9]Figure 5. The mean, maximum, and minimum ΔGST for the 10 years of pumping.
[image: ]
Figure 6. Spatial distributions of monthly averaged ΔGST for the first year of pumping.
3.1.2 Mechanisms of the temporal nonlinearity in GST variations  
[bookmark: OLE_LINK31][bookmark: OLE_LINK32][bookmark: OLE_LINK33]The mean ΔGST increase with pumping and gradually reach the dynamic equilibrium after 10 years of pumping for both G1 and G2 (Figures 5a and 5c), showing a nonlinear trend. In G2, the pumping rate is large enough to cause the continuous increase of WTD which becomes lower than the critical depth range after 10 years of pumping (Figure 4b). Such an unsustainable pumping represents the general situation in the global hotspots of GW depletion. For example, WTD in many cones of GW depression in the NCP are of tens or hundreds of meters due to the continuous increase of WTD in the past 50 years (Cao et al., 2013; Fei et al., 2009). The nonlinearity in GST variations for this unsustainable pumping can be explained as follows (e.g., Kollet and Maxwell, 2008). In Figure 7a, soil water is rapidly released from the pores at a small soil water suction while the release becomes difficult when the suction increases. In other words, there is obvious decrease of soil moisture near the land surface when the WTD is small in the beginning of pumping while the variations of soil moisture with WTD are decoupled at a large WTD after a long-term GW pumping. Therefore, variations of GST (or the land surface energy fluxes) are significant at an early stage while weakened with time. Finally, when WTD becomes lower than the critical depth range (1–10 m) with pumping, the variations of GST achieve dynamic equilibrium since the soil moisture and thus the land surface energy flux are not sensitive to variations of WTD anymore. 
[image: ]
Figure 7. Two of the soil water characteristic curves used in this study (a), and mean infiltration at the land surface for 10 years of pumping (b). 
However, in G1, the increase of WTD is less than 0.5 m in average after 10 years of pumping (Figure 4a), and thus the WTD in most of the modeling area is still in the critical depth range. Normally, in G1, the continuous increase of WTD with pumping would remain in effect on the variations of GST. Therefore, the attainment of dynamic equilibrium in GST variations (Figure 5a) seems incompatible with the above explanations for G2. In fact, this ‘paradox’ can be explained from the perspective of GW flow system as follows. The GW flow system becomes nonequilibrium with an obvious increase of WTD in the beginning of pumping (Figure 4a). With pumping, the increase of WTD promotes the infiltration at the land surface (or recharge at the water table) (Figure 7b) and decreases the discharge to streams (Condon and Maxwell, 2019), and thus a new dynamic equilibrium of the flow system is gradually achieved. Such a self-adjustment of the GW flow system has also been reported in previous studies (Cao et al., 2013; Condon and Maxwell, 2019). Hence, the GST increases with WTD in the beginning while it becomes dynamic stabilized when a new equilibrium of the GW flow system is achieved. Therefore, at a sustainable pumping rate such as that in G1, the dynamic equilibrium of GST can be achieved due to the self-adjustment of the GW flow system even though the WTD is still in the critical depth range. For an unsustainable pumping rate such as that in G2 and NCP, the combined effects of the self-adjustment of the GW flow system and the critical depth range theory should be responsible for the nonlinear variations of GST. In addition, the slight nonlinearity in Figure 4b indicates, in G2, the effect of the critical depth range is dominant while that of the self-adjustment of the flow system can be almost neglected.
3.2 Effects of soil properties on the subsurface buffer
The discussion in section 3.1 indicates the buffer capacity of the subsurface on variations of GST (or the land surface heat fluxes), which is consistent to our hypothesis and other studies from a more general perspective (Condon and Maxwell, 2014b; Cuthbert et al., 2019; Smerdon and Stieglitz, 2006). For example, Condon and Maxwell (2014b) conceptualized the GW system as a buffer on the hydrological variations. Smerdon and Stieglitz (2006) described the damping effect of the subsurface buffer on the propagation of temperature signals from the land surface to the deep subsurface. The same results obtained from the Little Washita basin of the U.S. and the NCP of China (Yang et al., 2019), which are two totally different study areas, indicate the generalizability of our conclusions that deserve more attention in the areas with over-exploitation of GW worldwide. It is noted that the change of the buffer capacity with pumping is mainly due to the change of thermal properties in the subsurface. The thermal conductivity and volumetric heat capacity of the subsurface decrease with the decreasing soil moisture induced by pumping (Figure 8). Figure 8 was plotted based on the source code of ParFlow.CLM. Hence, when a hot or cold signal (e.g., the increase or decrease of the ground heat flux) is input at the land surface, the decreased thermal conductivity cannot propagate the signal to deep subsurface in time while the decreased volumetric heat capacity cannot effectively damp the signal due to the limited storage/release ability of heat. Therefore, the coupling depth (BBCP), which determines the heat capacity of the subsurface in terms of volume, should also be responsible for the buffer capacity of the subsurface.
[image: ]
Figure 8. Variations of thermal properties with saturation. The range of porosity in this study is 0.375–0.482.
3.3 Effects of coupling depth on the subsurface buffer 
In Figure 9, samples are the daily ΔGST at each grid-cell in the whole modeling area for a pumping year, so the total number of samples is 613,565 (41×41×365). 1000 bins are used to obtain the number of samples (frequency) in each bin, and then the histogram was plotted with a semilog vertical coordinate. Only 6 years of pumping were plotted for easy observation. With the increase of coupling depth, it is evident to see that the increase/decrease of GST (pumping relative to no pumping), particularly the increase, becomes smaller after a same pumping period (Figure 9). For example, the maximum increase of GST after 1 (6) years of pumping is more than 4 (6) K for L4 while less than 1 (4) K for L14. The nonlinearity of ΔGST with time becomes mild with the increasing coupling depth. For instance, in Figure 9a, the increase of GST is significant in the first year while rapidly attenuated in the following years. In contrast, in Figures 9f, the increase of GST is much more uniform with time. The decrease of amplitude and nonlinearity of ΔGST with the increase of coupling depth can also be observed in Figure 5a. This indicates a more robust subsurface buffer with deeper coupling depth, which has more effective regulations on the GST. 
[image: ]
Figure 9. Histograms of ΔGST for 6 years of pumping with coupling depths from 2 m (top) to 90 m (bottom). 
[bookmark: _Hlk19609115]As mentioned in section 1, Smerdon and Stieglitz (2006) pointed out that the selection of BBCP depends on the time scale of interest. Khorsandi et al. (2014) tested the effect of BBCP (12, 24, 75, and 150 m) on subsurface heat storage based on the integrated modeling using the coupled CLM and ParflowE without considering the perturbations from human activities. Their results showed the cumulative heat storage in subsurface for different BBCPs is almost the same during the first five years of simulation. In this study, in the one-year simulation without pumping, GST from different scenarios are also similar (Figures 10a and 10c), which is consistent with Khorsandi et al. (2014) and indicates that the effect of coupling depth can be neglected at a short time-scale without human disturbance in the integrated modeling. In Figure 10, the difference of GST (ΔGST) for each scenario relative to L4 are in the left column while those relative to L6 are in the right column. The first row is for the year without pumping while the second row is for the first year of pumping. There is an obvious truncation of the root zone in L4, thus the distributions of ΔGST relative to L4 show a larger range than those relative to L6. Additional discussion about the truncation of the root zone is provided in section 3.4. Even in Figure 10a, the coincidence of the distributions also indicates the small difference of GST in the year without pumping among scenarios except L4. 
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Figure 10. The difference of GST (ΔGST) for each scenario relative to L4 (left) and L6 (right). The first row for the year without pumping while the second for the first year of pumping.
However, when GW pumping occurs, great difference of GST among scenarios are observed not only in the first year of simulation (Figures 10b and 10d) but also through the entire simulation period (Figure 9). For example, in Figure 9, the maximum increase of GST is about 4 K for L4 while it is less than 1 K for L14 in the first year of pumping (blue lines). The difference can also be observed for the following years of pumping (Figure 9). This indicates GW pumping significantly shortens the time scale required to reveal the difference of GST caused by the coupling depth in the integrated modeling. Therefore, with the increasing intensity of human activities nowadays, the effect of coupling depth on the heat components in land surface processes cannot be neglected even in a short-term simulation. Such shortened time scale also means weakened buffer capacity of the subsurface due to pumping. As discussed in section 3.2, the thermal conductivity, the specific heat capacity, and the volume to store the heat (e.g., the coupling depth) are all important to the buffer capacity of the subsurface (Cuesta-Valero et al., 2016). When simulating scenarios with pumping, the decrease of thermal conductivity and volumetric heat capacity both have negative effect on the buffer capacity, and thus the positive effects of the increased coupling depth become more prominent than that under natural conditions. The above explanations are also consistent with results from the second group of simulations with tenfold pumping rate that more significant effect of the coupling depth were shown immediately after the pumping occurs, if comparing results presented in Figures 5a and 5c.
3.4 The root zones 
The coupling depth between ParFlow and CLM determines the depth where the root zone is truncated. This in turn provides the distribution of root fraction in each layer which is important in the land surface water and energy processes. Hence, the root zone for each scenario is analyzed to help account for a portion of the different simulation results among scenarios in section 3.3. The root fraction in each layer (ri) for the four land cover types (Figure 2b) is calculated by Eq. (3) from the source code of ParFlow.CLM and is shown in Figure 11, 

                  (3)
where zh,i is the depth from the soil surface to the interface between layers i and i+1 (zh,0 = 0, the soil surface), Nlevsoi is the number of soil layers for coupling, and ra and rb are plant-dependent root distribution parameters. Each land cover type in this study corresponds to one plant functional type with ra and rb based on IGBP classification. In Figure 11, the root distribution for all plant types can be fully described with a coupling-layer number larger than 10 since the root fraction has exponentially decreased to zero. For L4, root extension in the vertical direction for all plant types are truncated. For L6, L7, and L8, slight truncation may be needed. For L11 and L14, the root zone should be fully described. Therefore, obvious difference for water and energy components is expected between L4 and other scenarios (Figure 10). However, it should be noted that deeper truncation does not mean better parameterization of the root-fraction distribution.  
[image: ]
Figure 11. Distribution of root fraction in each layer for each land cover type in Figure 2(b).

4.  Conclusions
In this study, integrated land-surface–subsurface modeling was conducted in the Little Washita basin located in the southwestern Oklahoma of the U.S. based on ParFlow.CLM. The long-term effects of groundwater (GW) pumping on ground surface temperature (GST) are studied with concern on the coupling depth between ParFlow and CLM. Two groups of simulations with normal and tenfold pumping rate were performed while six scenarios of different coupling depth in each group were set. For each scenario, 1-year simulation without pumping and 10-year  simulation with pumping were conducted. Thus, total 132 years per initial condition (×5 initial conditions) of simulation were completed to obtain the conclusions as follows.  
(1) The subsurface can be conceptualized as a buffer on the variations of GST in the Little Washita basin. GW pumping weakens the buffer by causing hot summers and cold winters with a warming trend in average. Due to its consistence with the preliminary results obtained in our ongoing NCP study (Yang et al., 2019), the findings are probably not case dependent but can be transferred to other places with GW depletion.
(2) In the long-term pumping, the increase of GST (ΔGST) presents nonlinearly temporal trend by rapidly increasing in the beginning and gradually achieving a dynamic equilibrium. For sustainable pumping, GW flow system gradually attains a new equilibrium through self-adjustment. In this process, the water table depth (WTD) becomes stable by increasing infiltration at the land surface and decreasing discharge to streamflow, and thus the variations of GST stagnate. For unsustainable pumping, dominant mechanism for the nonlinearity of ΔGST is that WTD finally becomes lower than the critical depth range (1–10 m) with time, and thus the land surface processes, such as the variations of GST, are not sensitive to the increasing WTD anymore. 
(3) The coupling depth has significant effects on the performance of the subsurface buffer. The buffer with deeper coupling depth is more effective on damping the nonlinearity and the amplitude of ΔGST. Additionally, the time-scale for GST to response the different coupling depth is largely shortened under pumping in contrast to that under natural conditions. When pumping occurs, the decrease of thermal conductivity and volumetric heat capacity have negative effects on the buffer capacity, and thus the positive effects of the coupling depth becomes more prominent than that under natural conditions. 
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Figure S1. Mean ΔGST for 10, 30, 50, and 100 years of spin-up with normal pumping rate.
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Figure S2. Mean ΔGST for 10, 30, 50, and 100 years of spin-up with tenfold pumping rate.
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