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Abstract

Analysis of multicomponent reactive systems requires reliable and accurate equilibrium calculation. There are many stoichiometric or non-
stoichiometric methods to solve the flash-type calculations of a mixture in chemical and phase equilibrium. In contrast, there is a lack of robust
and efficient methods for another important type of equilibrium calculation, the saturation point calculation or the calculation under the phase
fraction specification (8-specification), for a reactive mixture. In this work, we developed RAND-based algorithms for calculating the saturation
points and phase envelope of a reactive mixture. The RAND formulation is a non-stoichiometric approach recently extended to non-ideal mixtures
for different flash specifications. We showed here how to modify the RAND-based flash formulation to solve the S-specification problems. We
distinguished between two types of phase fraction, the one based on components and the one based on elements. They led to different constraint
equations in the formulation. Furthermore, we introduced element-based partition coefficients, similar to the equilibrium ratios or K-factors
used for non-reactive mixtures. Use of these new variables are essential to cross the critical point of a reactive mixture in the phase envelope
construction. Since the formulation developed for reactive mixtures is general, it can also be reduced and used for the simpler non-reactive
mixtures. We showed how the reduction could be made and how the reduced algorithm served as an alternative approach to the prevailing phase
envelope algorithm of Michelsen. We illustrated the robustness and efficiency of the proposed algorithm using four examples: Pxy diagrams for
CO,-NaCl brine, a solid-liquid 7 xy diagram for MgCl,-water, a PT phase envelope for a reactive mixture with the alkene hydration reaction, and
a PT phase envelope for a non-reactive hydrocarbon mixture.
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1. Introduction calculations, correspond neither to the first type nor to the sec-
ond. With a few exceptions, the discussions on CPE calcula-

The determination of phase equilibrium behavior of systems tions have been focused on flash specifications.
involving chemical reactions is crucial to the understanding of
many processes, both in nature and in industrial applications.
Hence, a great variety of approaches for solving chemical and
phase equilibrium (CPE) problems can be found in the main-

In this work, we focus on the development of a general
methodology for saturation point calculations in reactive sys-
tems. Saturation point calculations are especially important in
; ; - . the construction of phase diagrams such as the 7'xy and the Pxy
stream 11t.erature of areas such as chemical engineering [1], ma- phase diagrams for binary mixtures, in which the compositions
terials science [2] and earth sciences [3, 4]. of two phases in equilibrium are plotted as a function of T or

CPE calculations are a special type of phase equilibrium cal-  p_a¢ constant P or T, respectively. The construction of phase
culation, where reaction equilibria need to be considered. Phase envelopes in the PT diagram is also a major application of sat-
equilibrium calculations can be generally split into three main uration algorithms, and the three types of diagrams mentioned

types, according to their specifications [5]: flash specifications, play a central role in areas such as process design [6, 7] and
phase-fraction specifications, and indirect specifications. Prob- flow assurance [8].

lems under flash specifications are the ones that can be cast as
minimization problems, and that is because the specified vari-
ables of the problem correspond to the canonical independent
variables of a thermodynamic potential, such as the TP-flash,
in which temperature (7") and pressure (P) are the canonical in-
dependent variables of the Gibbs energy (G). Phase-fraction
specifications correspond to specifying the mole number of a
phase (), and these calculations are also known as saturation
point calculations. Indirect specifications, such as critical point

The approach we have developed is based on the RAND
method for solving CPE problems subject to phase fraction
specifications, and is henceforth called saturation RAND. The
RAND method was originally developed for flash specification
problems in reactive systems, initially for TP-flash problems in
ideal mixtures [9, 10] and later for non-ideal ones [11]. A new
version of the RAND method, called modified RAND, has been
developed [12] and applied to CPE problems under many dif-
ferent types of specifications to model mixtures of varying na-
tures, such as hydrocarbon mixtures [13] and electrolytic solu-
*Corresponding author tions [14]. Despite the large number of specifications to which
Email address: weya@kemi .dtu.dk (Wei Yan ) the modified RAND has been applied [15, 16], the problems
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have, until now, only involved flash specifications.

In the following sections, we first show the mathematical
derivation of the saturation RAND formulation. The formula-
tion is applied to a single-point calculation at a constant phase
fraction. We further extend the formulation to construction of a
PT phase envelope. We also demonstrate how the general for-
mulation and algorithm for a reactive system can be simplified
to a non-reactive one. We finally test the proposed formulations
and algorithms with four distinctly different examples. The first
example is bubble point calculation of CO,-NaCl brine at con-
stant T using the y—¢ approach, leading to vapor-liquid equilib-
rium (VLE) Pxy diagrams at several temperatures. The second
is the calculation of solid solubility limit and construction of a
T xy solid-liquid equilibrium (SLE) diagram using a y model.
The third is the construction of complete PT phase envelopes
for a system with the alkene reaction. The last is the PT phase
envelope of a hydrocarbon mixture using the saturation RAND
reduced to non-reactive systems.

It is worthwhile to note that methodologies for saturation
point calculation and phase diagram construction involving
chemical reactions are rather scattered around the different sci-
entific domains, and they are usually tailored to specific appli-
cations. SLE involving brine and solid salts, for instance, is
usually solved through the law of mass action [17], whereas,
in chemical engineering, there are distinct methodologies for
VLE [18, 19] and SLE [20]. Hence, we comment on existing
algorithms to solve problems similar to the selected examples
in Section 3 (Results and Discussion).

2. Methodology

2.1. Definition of the Saturation Point Problem in Reactive Sys-
tems

In the following derivations, we focus on the development of
algorithms for two-phase saturation problems. In non-reactive
systems, these problems usually consist of N¢ + 2 working
variables, i.e., mole fractions of phase j (x;) [21] or K-factors
[22, 23], T, and P. They are determined by N¢ + 2 working
equations, usually N¢ chemical potential equalities, a summa-
tion equation, and a specification equation, provided that the
phase amount of one of the phases (ijec) and the feed compo-
sition (z) are specified. Reactive systems in turn have the pecu-
liarity that mole numbers of the Nc components (n) are not con-
served. Rather, in the non-stoichiometric paradigm [1] element
amounts (b) of the Ny elements are the fixed quantities. As a
result, dimensional phase amounts, defined as 8; = Zl]\fl i js
are no longer conserved, since the advancement of a reaction
in a given phase might change S, hence the need for more con-
venient variables and specifications to treat reactive problems.
The derivations presented in the course of the next sections rely
on new variables and concepts, which we introduce here.

First, it is convenient to define the element amount of phase
J (a;) and the element fraction vector of phase j (e;) for all
Np phases. They are related to the original 8; and x; by the

following relations

Ne N¢

ajzﬁjzzﬂk,ixi,j (Ta)

k=1 i=1

Nc
e = Z A,iXi,j (1b)
P

where A is the formula matrix. As a consequence of the defi-
nition of a;, we have that

NP NE
2,= ) b @
j=1 k=1

and this relationship is analogous to that of §; and z in the non-
reactive case, i.e., Z?’z”l Bj= Zf\fl Zi.

It is also important to note that e; cannot be strictly inter-
preted as an element fraction, as it is not normalized. Never-
theless, the definition of e; facilitates the development of the
algorithm, especially in Section 2.3. We define the K-factors
of elements (K°) in an analogous manner to the conventional
component-based K-factors:

Kp =L 3)

In the above equation, subscript 1 refers to the incipient phase
and subscript 2 refers to the bulk phase. Although e; used in
the K* definition is proportional, but not equal to the elemental
mole fraction, K° retains one important feature of the conven-
tional K-factors, i.e., being equal to 1 at the critical point.

Finally, even though the dimensional §; is not conserved
during the calculation, , the relative value of phase amounts
B =B,/ 21}/:” \ B;) is still valid as a specification, since it can be
kept constant. Hence, the intensive state of the reactive prob-
lem can be analyzed under two different paradigms, namely
the element-based phase fraction (a; = «a;/ Zﬁ' , @) or the
component-based fraction of a phase (,B;), whereas only «; is
meaningful in the determination of the extensive state of reac-
tive systems.

Overall, the analysis of degrees of freedom of the two-phase
saturation problem in reactive systems shows that two extra
working variables appear in comparison to the non-reactive
one: the changing §; of the two phases. This leads to a total
of N¢ + 4 working variables. Hence, two extra equations are
needed to close the problem in comparison to the non-reactive
one.

2.2. Derivation of the Saturation RAND

The RAND method was originally developed to solve phase
equilibrium problems by the minimization of G at constant 7', P
and mole numbers of the N elements present in the system (b).
The method is obtained by transforming the Gibbs energy min-
imization problem into a Lagrangian problem with the addition
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of an element conservation constraint:

Np Np
L(n,/l)=ZnJTﬂj—;lT[ﬂan—b] €]

J=1 J=1

In the equation above, n; is the vector for the mole number of
all Nc components in a given phase j, u; is the chemical po-

tential vector of all N components in a given phase j, Ais the
vector of dimensional Lagrange multipliers related to all Ng el-
ement conservation constraints, and A is the formula matrix. In
the original RAND derivation, the stationary conditions of the
problem are obtained for n and A. The stationary conditions in
the saturation algorithm can be obtained for the working vari-
ables x;, i.e., the mole fraction of all N¢ components in phase
J- We then have the following stationary conditions (knowing
that n;; = ﬂjx,"j)i

N,
oL - -
— =l — E Apidi =0
aXL,j M’J =1 kik

ie[l,---,Nc], je[l,---,Np] (5a)

a
L Zﬂ,kz,g,x,,+bk_0 kell,---,Ngl (5b)

j=1
Similar to the general RAND procedure, we can linearize Equa-
tion Sa with respect to the working variables x ; in addition to T
, P and A (dimensionless Lagrange multiplier):

B 1 op 6'“1 o T T
—+ — —A —AT AP A-AA1=0 (6
RT T RTox, M o A T gp AP T AASA ©)

This equation is inverted to isolate Ax; with the aid of the M
matrix for a phase j, as in previous derivations of the modified
RAND method [12, 24]. This is possible because the deriva-
tives of chemical potential w.r.t. x are equivalent to those w.r.t.

n, if variables in vector x ; are considered independent (See Sup-
plementary Material). M is defined as follows:

M, = m! @)
The terms of the m; are in turn

1 Oy,
i =Bl o= =2 41
m[ 5d>J ﬂ] (RT 6”q,j

(®)
Then, we have

Ax;j = (.?IT/I - T + AAL - TAT - v,AP) ©)
. o

witht; = =2 andv; =

we know that 1"M; =

should always add up to one and, as a consequence, 17 Ax ;i =0.
Hence, the multiplication of Equation 9 from 17 from the left

Pf . From the definition of the M matrix,
= xJT.. Furthermore, the mole fractions

side leads to the following equation for every phase j:
X (ATAA = TAT - v;AP) = ) x; ( & Z ﬂk,/lk] (10)
i=1

Another set of equations is obtained from manipulation of
Equation 5b. First, we linearize it with respect to x; and §3;,
the working variables of the problem:

Np
—AY " (Bixj +BiAx; + x;08;) +b =0 (11)
j=1
Provided that the initial values of x;; and B; meet the element
balance and that the system is closed, it follows that

Np

A (BiAx; +x;A8;) = 0 (12)

=

Substitution of the expression of Ax; from Equation 9 into
Equation 12 leads to a set of mass balance equations similar to
the original RAND method, since An; = §;Ax; + x;AB;. They
are:

Np
ﬂ(zﬁ%] A'AN+ A\ AB) + A, 0B~
j=1
Np Np
ﬂ[Zﬁij‘rj] AT - ﬂ[Zﬁ,-ijj] AP =
= =

ﬂZﬁ, (——ﬂT/l) (13)

However, two specification equations are still needed. One
specification equation is related to the phase fractions, such as
specification for /; or B We choose to use the generic variable
X7 for the variable (a; or ,8;.) to be specified and S™ for the
value of the specification:

axm\" axm . ox axm
—-[==] A S ABy — —=AT
ER 9B 9B, oT
_OX pe X" —S™ (14)
oP

The other specification equation is related to the working vari-
ables 7', P, and A, or a set of variables depending on them, such
as In K;. We use the generic variable X| to denote one of these
variables and the corresponding specified value S’

axt\" PP ox' axt
EN 7, ABr — % A2
(?X’

9P

SAP =X -S" (15)

Combining the specification equations with Equation 10 for
each phase and Equation 13, we arrive at the following system
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of equations:

AMSAT Ax, Ax, -Ar' -AY AL
(Ax)" 0 0 —xIt1 —xly A,
T
(ﬂxz)T 0 0 -x1 —xgvz AB. =R (16)
ax™ oxX™ ax™ ax™ axm
~(%) ~% @ e ||AT
_(B_X.i-)T ox, _ox.  _ox,  _oxi |LAP
3 ~ B s ar apP
where
Np
M = Zﬁij (17a)
=1
Np
T = BiMjT (17b)
=1
Np
vi= > By, (17¢)
7=
and the residual vector is
Az B (“" A"
Zf\fcl Xil ( Zk 1 ﬂkl/lk)
R = vacl sz(H’Z Zk lﬂkt/lk) (18)
Sm
— St

After solution of Equation 16 the change in mole numbers of a
phase j can be obtained by
Ay = 0B, + B M (AT T+ ATAL - TAT - v,AP)
(19)
with x; being updated afterwards by x; = n;/§;. For incipient
phases (8; = 0 or r; = 0), Equation 19 reduces to Equation 9,
and the mole fractions can be directly updated from it.

Some comments need to be made with regards to Equation
16. First, the derivation is performed so that the final sys-
tem of equations is written in terms of updates of all working
variables, and this is different from the usual derivation of the
RAND method, which has a final system of equations includ-
ing A, instead of AA. Derivations with A4 are also available
in the literature [11] and the reason behind the choice here
is the convenience it brings when calculating the sensitivity
vector (further discussed in Section 2.3.2). Second, any vari-
able of the problem can be specified in the two specification
equations of Equation 16. If the specified variable is already
present in the final system of equations (i.e., it belongs to the
setv = [4,81,B2,T, P]), the derivative vector ( +) should be
a vector of zeros with the value of 1 in the row related to the
selected variable. If X; is not a working variable of Equation
16, i.e., Xy € v, nor is a direct function of any of the variables
in v, such as X; = InK} or Xy = «aj, a chain rule w.r.t. mole
fractions of the components (x;) is needed, such that

Nc

AX, = Z A (20)

4

The equation can be fully incorporated to the system solving
step, if followed by substitution of Equation 9, which describes
how a change in x; ; is represented in terms of the variable space
from set v. Analogous procedures are needed in the derivation
steps of working equations in RAND (such as substitution of
Equation 9 into Equation 12). The underlying principle of the
method is the recasting of the phase equilibrium equations (f),
originally written in terms of x; or nj, i.e., f = f (xj), in a new
form g = g (4, B), by acknowledging that x; = x; (4, B).

In this work, we devised two types phase fraction specifica-
tion: one for «; and another one for ﬁ’ being ﬁ’. the normal-

ized value of §;, such that ,8’ Bl (Z ,Bj). The equation
for a specification of phase 1 (al) is presented below (detailed
derivation in the supplementary material):

1" Ax | AB) + 11T AM | AAA - B 1T AM 7, AT

- Bi1" AM v, AP = g1 AM, ( mu) 21
It is interesting to note that if @, is specified to be zero, the
above equation becomes AB; = 0, and this is the only case
in which there is a direct equivalence between @ and S. The
alternative equation for 8" specification of phase 1 is:
( 7,spec )A,Bl +ﬁrspecAﬂ2 =0 (22)

As it only involves variables that are present in v, no chain rule
w.r.t. x;is needed. For the other specification equation, we
have chosen T, P and In K as possible specified variables. It
should be noted that A can also be used as specified variables.
The equations for 7" and P are trivial, since they belong to set
v. The equation for In K} requires some derivation, and it is
discussed in Section 2.3.1.

The iterative procedure of the saturation RAND, from initial
estimates in T, P, x;, 51, 8> and 4, is:

1. Calculate M, 7;, v; and H; for the two phases;

2. Solve Equation 16 for AA, ABy, AB,, AT, and AP;

3. Calculate the update in n; from Equation 19 (for incipient
phases, calculate Ax; through Equation 9);

4. Update the values of T, P, 81, 5>, A and n; (occasionally
reducing the step to avoid negative values of T, P, 1, 2,
or n;);

5. Calculate mole fractions by x; = n;/(; ;

6. Check convergence. If achieved, stop. If not achieved, go
back to step 1.

2.3. Phase Envelope Construction

The algorithm presented in the previous section is already
suitable for calculation of individual points in curves at constant
element phase amount of one of the phases (a;) or component
phase fraction (B Therefore, tasks such as calculating the sol-
ubility of a certain component through a range of 7 or P in a
bulk phase can be successfully performed by coupling the satu-
ration RAND with a grid in 7', P or in the global composition of
an element. The results presented in Sections 3.1 and 3.2 were
obtained following such procedures.
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However, it is often desirable to have a robust algorithm that
can construct the PT phase envelope at different phase fractions
automatically. The classical example of such an algorithm for
non-reactive systems is that of Michelsen [22, 23]. In his al-
gorithm, one variable among the set X = [In7,InP,In K] is
selected as the specification variable Xg of the core saturation
algorithm based on the sensitivity of each variable in X w.r.t.
S. First, an initial phase equilibrium calculation at constant 8
is performed at whichever Xs (usually P at low values). Then,
a vector of sensitivities dX/dS is calculated, and the most sen-
sitive variable (the one that has the maximum absolute value
of 0X/0S) is selected as specification. The algorithm moves to
the next point in the phase envelope by an increment in S, using
initial estimates generated by

X
X=X+ a—SlAS (23)

Here, subscript / and /+ 1 denote the current and the next points,
respectively. By doing so, Michelsen devised a simple yet effi-
cient strategy for plotting phase envelopes and quality lines of
non-reactive two-phase mixtures at constant z.

In this section, we describe how to extend the standalone sat-
uration RAND formulation, derived in Section 2.2, to PT phase
envelope construction using Michelsen’s methodology [22, 23].
Results from the RAND-based phase envelope algorithms are
presented in Section 3.3 and Section 3.4.

2.3.1. K-factor Specification

Michelsen [21] recommended to use In K as working vari-
ables in his phase envelope algorithm using Newton’s method
although he shows that a formulation using mole fractions as
working variables is also possible. He further pointed out that
In K can be specified, just as the more common specifications
for T and P, in the phase envelope construction.

One of the main nuisances in phase envelope calculation is
the risk of converging to the trivial solution (x;; = x;», and
InK; = 0, V i). Working with specified In K; of a certain com-
ponent prevents this scenario, since the trivial solution does not
satisfy the set of equations, if we set In K;**° # 0. This is par-
ticularly useful close to the critical point and a phase envelope
algorithm working with specified In K is therefore more robust.

For a reactive system, we use the K-factors for the elements
(K7), as introduced in Section 2.1, in place of In K:

In Kz =In €kl — In €k,2 (24)

Then, a specification equation (InK; —§ = 0) can be added
used as the working variable specification equation (Equation
15). To incorporate this specification to the problem, however,
we have to express In K} in terms of vector v in the RAND
formulation, by the transformation described in Equation 20.
From the definition of In K7, it follows that

1 1
Aln KZ = e—Aek,l - E_Aek,z (25)
k,1 k,2

which can be written in terms of x; ; with the aid of the defini-

5
tion of element fractions (Equation 1b)
1 1
Aln Kli = —?{kAxl - —ﬂkAXQ (26)
€L,1 €2
Comparing Equation 26 and Equation 20, we see that:
dln ke\T 1 dln ke\T 1
L) = —A; L =-—A @)
0x| €1 0x> €k2

with Ay being the row of length N¢ of the formula matrix cor-
responding to element k. Other partial derivatives w.r.t. to the
working variables (vector v) of the equation solving step of the
saturation RAND (Equation 16) are obtained by substitution of
Equation 9 into Equation 26 for every element k. They are col-
lected in the following matrix:

Jln K¢
ov

= [33,1 - B;,z 00 B;‘,l - BET,2 Biu - B;z]

(28)
Matrix B; in turn, is a matrix collecting the derivatives of Ine;
w.r.t. to the working variables from v for certain phase j, with
the exception of 8 and 3, for which the derivative of In K} is
Zero:

B =B, B;, B;|] (29a)
B¢ = [diag(1/e)AM A", ~(1/e;)AM 7},
—(1/e)AM;v;] (29b)

In the above equation, diag(1/e;) represents the diagonal ma-
trix of vector (1/e;), containing the inverse element fractions of
each phase. Hence, the specification equation (Equation 15) for
a given In K} becomes

OB g 0K g K p ke —s
“ o M AT B
+diag(1/e))AM, (ﬂT,l - %)—diag(l/ez)ﬂMz (ﬂT/l - Il;—;)

(30)

2.3.2. Sensitivity Vector of the Working Variables

The remaining step needed to employ Michelsen’s phase en-
velope strategy [22, 23] is to calculate the sensitivity of the vari-
ables. A sensitivity vector with respectto 4, 81,82, In T and In P
(denoted by X®AND) can be obtained directly from the follow-
ing system of equations:

R X" §R

_— = —— 1
JXRAND ¢ X (€2

In the above equation, AR/XRANP is the matrix from the left-

hand side of Equation 16 at the solution of the saturation prob-
lem, with 7; and v; substituted by 7'X7; and Pxv;, respectively,
and OR/S is a vector of zeros with 1 at the last row (Ng+Np+2).
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The components of IXRANP /S are:

55’ le[l E]

(las = ff;,lzNﬁz (32)
2T |=Ngp+3
P | = Ng+4

The components of the sensitivity vector used in the phase en-
velope calculation (0X/dS) can be obtained from OXRAND /58
as:

Ok} g2 0K} ging | K} ginp
0x, o1 S T amT a5 amp o5 o L€+, Ne]
o5 =5 [=Ne+l

dln P I=N 2

6S 9 - E+

(33)
Derivatives of In K¢ w.r.t. In T, In P and A can be obtained from
Equation 28, with the substitution of 7; and v; by T x 7; and
P xv;, respectively. The vector composed of the elements from
the above equation can be readily used in the same way as the
sensitivity vector proposed by Michelsen. After selecting the
specification variable among In K, In T and In P, the other ones
can be updated either using 9X/3S or IX**NP /43S, depending
on the type of variable, as in Equation 23.

The selection of T, P and In K¢ as possible variables to be
specified in the phase envelope construction is justified for the
sake of consistency with Michelsen’s phase envelope algorithm
and for the advantages that the In K* specification brings to the
problem. We emphasize here that it is also possible to specify
A, but it is advantageous to specify In K¢ around the critical
point. In any case, the sensitivity of the solution w.r.t. A is still
calculated to generate initial estimates for this set of variables.

2.3.3. Calculation Procedure

The phase envelope calculation starts at a low pressure point
where the solution is easy to find for the specified a or 5.
It should be possible to develop an optimal procedure for the
solution at the low pressure as used for the non-reactive case
[22, 23]. In this work, we simply used a flash-based approach
to locate the solution. We distinguish two situations: for « or
B equal to 0 or 1, we solve a single-phase chemical equilib-
rium problem at an initial estimate of 7 and the specified P,
and initialize the incipient phase composition using the mini-
mum point composition obtained in in the tangent plane analy-
sis; for @ or 8" between 0 and 1, we search T using two-phase
CPE flash to meet the @ or 8" specification.

The procedure after initialization is as follows:

1. Perform a saturation point calculation at one of the speci-
fied variables T, P or In K*, using the algorithm from Sec-
tion 2.2. It is also possible to perform calculations at spec-
ified A;

2. Calculate the sensitivities of the possible specification
variables (Equations 32 and 33);

3. Check the maximum absolute value of In K°. If greater
than a threshold close to zero, continue to step 4. If not,
continue to step 6;

6

4. Check if T and P have satisfied their stopping criteria,
stop. If not, go to step 5;

5. Select the most sensitive variable, increase by a step and
calculate initial estimates for the RAND working variables
(T, P and A) using Equation 23. Go back to step 1;

6. Invert the phases by multiplying both the specified value of
In K* and the set of In K by -1. Calculate initial guesses for
the mole fractions of the incipient phase (the one whose «
is not specified) by x;; = K;x; . Calculate initial estimates
for the RAND working variables (7', P and 1) by Equation
23. Gotostep 1.

2.4. Simplification to Non-Reactive Systems

Paterson et al. [12] showed that the RAND algorithm can
be simplified to solve non-reactive flash specification prob-
lems. Similarly, the saturation RAND can be applied to non-
reactive cases, working as an alternative to saturation algo-
rithms [22, 23] based on the Rachford-Rice equations [25]. In
non-reactive systems, one species cannot be converted into an-
other. Therefore, the smallest number of species that deter-
mines the state of the whole system is N¢, in contrast to Ng
in the reactive case. The formula matrix A (originally of size
Ng X N¢ in the reactive case) corresponds the identity matrix 7
of size N¢ X N¢ in the non-reactive case. Another modification
is that Equation 10 for both phases can be combined to gen-
erate a specification equation analogous to the Rachford-Rice
summation equation (see Supplementary Material). Equation
16, after transformation, takes the form:

Mg _— -y AL

Np T _xNe=2_T Np=2 _T

Z“/ X Zrl X ZJ 1 X Vi||AT | =

- (! _ X, _0X, AP
a1 aT aP

2 ﬁspec (R_/ /l)
S 5 (- a)| 34
X, -8

with Ax; and An; given by

Ax; = (a ~ 5 A AT - v,AP) (352)

AnjzxjA,Bj+ﬁij( gT+A/l T]AT—VJAP) (35b)

Here, the symbols M*, T° and v* have the same meaning as
in Equations 17a, 17b and 17c, respectively. If the specified
variable is one of the working variables of Equation 34 (i.e., it
belongs to v = [A, T, P]) the derivative vector ’% is a vector
of zeros with the value of 1 in the row related to the selected
variable. The specification of In K of a certain component i
would lead to the following specification equation:

0lnK;

0ln K; d0ln K;

A i AT AP = InK; -
o Mo opP nki-35
+ diag(1/x)M, (1 - ”—T) diag(1/x2)M, (/l - ]%) (36)
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With diag(l /xj) representing the diagonal matrix of vector

(1 /x j), containing the inverse mole fractions of phase j. The
derivatives of In K; with respect to A, T and P are:

aan el C C C C C
ov = [Bﬁ.l - B/l,2 BTJ - BT,z BP,I - BRZ] (37
with
B-[5, 5, 5 8
BS = [diag(1/x)M; —(1/xp)M;r; —(1/x)M,v;| (38b)

The sensitivity vector can be calculated with a procedure anal-
ogous to the one described in the previous section, with two
sensitivity vectors, one for the inner RAND loop and another
one relating In K, In 7" and In P.

3. Results and Discussion

3.1. Pxy Phase Diagram: CO, Solubility in Brine

The correct prediction of CO, solubility in brines is central
to reliable simulations of CO, injection in natural geological
formations, such as saline aquifers and depleted oil reservoirs
[26]. This task is made complex by the number of speciation
reactions that can occur in the aqueous phase. Therefore, mod-
eling research on the interaction between the injected CO, and
natural environments resort to CPE calculations, focusing on
the effect the reactions play in the phase behavior [27]. How-
ever, the modeling work involving chemical reactions in this
area usually treats the problem under the flash paradigm.

The most notable examples of systematic CPE algorithms for
saturation points in VLE are the works of Doherty et al. during
the 1980s and 1990s. In 1988, Barbosa and Doherty [28] pre-
sented a set of new composition variables accounting for the
reduced number of degrees of freedom in CPE due to reac-
tions in order to improve the representation of reactive phase
diagrams. In the paper, they explain the underlying thermo-
dynamic theory of the variable transformation and outline an
algorithm used to generate reactive T xy phase diagrams, which
was based on solving the law of mass action and equalities of
fugacities. Their method was only applied to incipient condi-
tions. This research line was then continued by the works of
Ung and Doherty, who derived a new variable transformation
and new algorithms for T xy phase diagrams [19]. The authors
also provided expressions for thermodynamic state functions
that accounted for chemical reactions [18]. There are exam-
ples of later works that followed their approach [29, 30, 31]. In
addition to those authors, Perez-Cisneros et al. [32] have also
worked on the topic, but within the non-stoichiometric frame-
work.

In this example, we studied the CO, solubility in sodium
chloride brines. The thermodynamic modeling followed ay — ¢
approach with the Pitzer model [33, 34] for the aqueous phase
and the Peng-Robinson [35] equation of state (EoS) for the
CO;-rich phase. The following three speciation reactions were
considered:

HQO([) — OH&q) +H

(aq) (39a)

7
CO3 g + Hy = HCO; ) (39b)
CO3 o) + 2H{yy) == COs,(aq) + H20y) (39¢)

The reaction constant parameters were taken from the Pitzer
database from PHREEQC [36]. Details on the thermodynamic
modeling and parameters used can be found in the supplemen-
tary material to this paper. Overall, 8 species were present
in the calculations (H,O, OH~, H*, CO,, HCO3, CO;Z, Na*,
CI7). Combing this piece information with the amount of reac-
tions, one arrives at 5 elements. Here, elements were selected
as species present in the system, and they were CO,, H", OH™,
Na* and CI™. The calculations here involve two phases, namely,
a water-rich electrolyte-continaing phase, and a CO;-rich fluid
phase containing only H,O and CO,.

The element molar fraction of the CO,-rich phase was fixed
at0 (i.e., g = a/g = 0), which coincides with 8, = ﬁ; =0, and
the saturation pressure was calculated for a given composition
of the bulk aqueous phase ((x;q = 1l and ay = Z;(V:El by) at a
fixed T. Even though 8,4 was not fixed, its change is negligi-
ble, since the speciation reactions involved species that were
present in small amounts when compared to water and ulti-
mately &aq * Bag- The whole range of solubility was spanned
by increasing the element amount of CO, in the bulk phase
from one point to the other. The initial point had the follow-
ing element specification: by+ = 55.51 mol, bog- = 55.51 mol,
bco, = 0 mol, and by,+ and b¢y- corresponding to the specified
NaCl molalities.

The results are displayed in Figure 1. Figures 1 (a), (b) and
(c) show the molality of CO, in three different aqueous solu-
tions (0 molal, 1 molal and 5 molal of NaCl) at the incipi-
ent condition of a CO, rich-phase at the temperature values of
323.2 K, 373.2 K and 413.2 K, respectively. Figures 1 (d), (e)
and (f) show the molar fraction of water in the CO,-rich phase
in equilibrium with the brines shown in Figure 1 (a), (b) and
(c), respectively. The type of phase diagram generated here
falls into the category of a Pxy phase diagram, even though the
compositions of the vapor and liquid phases are split in different
series of plots.

The algorithm converges through a wide range of satura-
tion pressures and is capable of capturing correctly the fea-
tures of both phases of the system. The calculated results also
agree with the experimental data in general. The largest de-
viations are found at higher temperatures (373.2 K and 413.2
K) and higher molalities (5 molal). Furthermore, the algorithm
presents quadratic convergence close to the solution as illus-
trated by Figure 2. Figure 2 shows the maximum absolute value
of the update among any of the variables x;, 8, T, P and 4
through the iterations, here represented by the generic symbol
A¢. The calculated points in Figure 2 correspond to all three
NaCl molalities studied (0, 1 and 5 molal) at 413.2 K at the fixed
CO; element amount of 0.19, and it is representative of the con-
vergence behavior in other conditions as well. At the beginning
of the calculation, the updates stay at a very high plateau until
they reach second order convergence close to the solution. It is
noteworthy that the pressure and composition derivatives of the
Pitzer model were obtained by numerical differentiation.
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Figure 1: CO; solubility in brine (Figures (a), (b) and (c) and mole fraction of water in the CO-rich fluid phase (Figures (d), (e) and (f)) at 323.2 K, 373.2 K and

413.2 K. Experimental data from Yan et al. [26].
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Figure 2: Convergence behavior of the algorithm at 413.2 K and 0.19 element
amount of CO; for the three molalities of NaCl studied (0, 1 and 5 molal).

3.2. Txy Phase Diagram: Solubility of Binary Salts

It is not rare that reactive mixtures undergo reactions that
produce less soluble species that eventually precipitate. This
phenomenon is behind mineral scaling [37], and it is also the
driving force of reactive crystallization processes [7, 38]. In
this type of problem, one is usually interested in calculating
the value of given thermodynamic property (usually either tem-
perature or concentration) that allows for the precipitation of a
solid phase from a liquid solution. Here, the literature diverges
in the saturation point methodology used, depending on the ap-
plication. In electrolyte systems, in which speciation reactions
take place in the aqueous phase, the main approach to solve
this problem is the numerical solution of the law of mass ac-
tion [17, 39]. Slaughter and Doherty’s methdology [20], on the
other hand, is mostly found in works discussing process engi-
neering for the construction of SLE phase diagrams of molecu-
lar solids [7, 40, 41, 42]. Other noteworthy applications of SLE
phase equilibrium algorithms are in materials science for the
prediction of metal alloy phase behavior, the so-called Calphad
approach [2].

In this example, we calculated the solubility of ice and
some possible solid phases of the binary salt MgCl, (namely
MgCl,-12H,0, MgCl,-8H,0, and MgCl,-6H,0). The thermo-
dynamic model for the aqueous phase was the Pitzer model
[33, 34] and the solid phases present were modeled by their re-
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Figure 3: Solubilities of MgCl, hydrates and ice at 1 atm.

action constants. The precipitation reactions considered were:

MgCl, (H20)6(s) == Mg(y +2Cl,, + 6H0g)  (40a)
MgCl, (H20)s(s) == Mgy, +2Cl, + 8Hy0)  (40b)
MgCl, (H,0)12(s) == Mggy +2Clg,, + 12H,00)  (40c)

In addition to that, the speciation reactions in the aqueous phase
were:

HzO([) — OH(_aq) + H&q) (41a)
Mg(Z;q) +H,0() == MgOH{,, + H{,, (41b)

The parameters were taken from the Frezchem database [43]
from PHREEQC [See supplementaty information]. The anal-
ysis of degrees of freedom shows that 4 elements are needed
to model such a system and they were selected as H*, OH™,
Mg?* and CI-. Two phases were considered in all calculations,
namely an aqueous phase containing electrolytes and a pure
solid phase (one of the aforementioned solid hydrates or ice).
Solid phases were the incipient ones (a; = 0) and all elements
were present in the aqueous phase (;q = 1). As in the previous
example, the change in mole numbers of a phase because of the
speciation reactions was negligible, and the element and mole
amounts are virtually the same. The whole range of solubility
was spanned by increasing the element amount of Mg?* and C1~
following the stoichiometric of the binary MgCl, salt. The ini-
tial point had the following element specification by+ = 55.51
mol, boy- = 55.51 mol, by;,2+ = be- = 0 mol.

The results for the salt solubility problem are presented in
Figure 3. The colored lines were obtained from the saturation
point algorithm, and the solid gray lines were inferred from the
calculated lines. The dots represent experimental points of the
eutectic point of ice and MgCl, - 12H,0 (E1), of the congru-
ent melting of MgCl, - 12H,O (M), of the eutectic point of
MgCl, - 12H,0 and MgCl, - 8H,O (E2), and of the peritectic
point involving MgCl, - 8H,0 and MgCl, - 6H,O (P). Experi-
mental data were taken from Linke and Seidell [44] and Steiger

9
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Figure 4: Convergence behavior of the saturation algorithm at points of
the different phase boundary curves. Temperatures at which every phase
was analyzed: 271.08K for ice, 256.58 K for MgCl,-12H,0, 268.72 K for
MgCl,-8H;0, and 284.68 K for MgCl,-6H,0.

et al. [45] apud Li et al. [46]. The calculations agree with the
experiments and the algorithm performed successfully through-
out the whole range of compositions studied. Figure 4 shows
the convergence behavior, by analyzing the maximum absolute
value of any working variable (A¢) at a given iteration for one
point in each of the four calculated curves. Second order con-
vergence close to the solution can be observed for most of the
curves. The derivatives of the aqueous model were obtained
numerically.

3.3. PT Phase Envelope: Alkene Hydration Reaction

For all the phase diagrams presented in this work, PT phase
envelopes under the influence of chemical reactions have been
studied the least, especially when compared to their non-
reactive counterparts. Research on phase envelope algorithms
for non-reactive systems is a rather mature field and has cov-
ered a great number of aspects of the problem. One can find
examples covering the core of the saturation algorithm [22],
exploring strategies on envelope tracing [47], investigating dif-
ferent thermodynamic variables [48, 49], handling more than
two-phases [50, 51], or including other physical effects in the
problem [52, 53]. Meanwhile, phase envelope studies includ-
ing chemical reactions are rather rare. Wilhelmsen et al.[54],
in a recent review about thermodynamic modeling using EoS,
stated that the numerically efficient plotting of phase envelopes
of reactive mixtures remains an area under development. The
authors also pointed out that robust and reliable algorithms in-
volving chemical reactions are still required for advancing the
thermodynamic modeling of reactive systems. The scarcity of
works is especially intriguing when one considers the applica-
tions of reactive phase envelopes. The design of reactors at su-
percritical conditions, for instance, relies on the correct descrip-
tion of reactive phase behavior close to the critical point [55],
and chemical reactions might alter significantly the phase split
and critical conditions of certain systems [56, 57]. There are
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works trying to understand the interplay between phase equilib-
rium and chemical reactions involving many different chemical
processes such as biodiesel production [58] and thermal crack-
ing of hydrocarbon fuels [59].

Here, we studied the phase diagram of the system propene,
water and 1-propanol in the presence of the inert component
propane. Similar systems have been studied before using of
flash calculations [60, 61, 62, 16]. Propene and water react to
form 1-propanol subject to the following stoichiometry:

H,; O + C3 Hg = C3 H; OH 42)

The system can be fully represented by 3 elements (Np =
N¢c — Ng = 4 — 1). They were selected as actual species in
the system: propene, water and propane. 1-propanol is con-
sidered to be a species formed by the elements propene and
water. The reaction constant was fixed at the value of 23 at
the ideal gas state and P = 0.1013 MPa [60, 61]. The mixture
studied here was initially loaded with 1, 1, 0 and 0.8 moles of
propene, water, 1-propanol and propane, respectively. Two dif-
ferent phase envelopes for this system are presented in Figure
5. In Figure 5 (a), we have calculated saturation lines at fixed
values of a, i.e., using Equation 21 as specification, at 0, 0.56
and 1.12 (corresponding to 0, 0.2 and 0.4 in a normalized basis,
a"), and compared them to the a” obtained from the RAND al-
gorithm for flash calculations. We see that the calculated lines
fall exactly at the border between shades, indicating that the sat-
uration RAND agrees with the regular flash RAND algorithm.
Figure 5 (b) shows a similar analysis, but with saturation lines
calculated at fixed 8, i.e., using Equation 22 as specification.
Once again, we see that the saturation algorithm agrees with the
regular CPE RAND. Throughout the phase envelope construc-
tion, the second specified variable (final row of Equation 16)
changed according to the sensitivity vector. The convergence
behavior of some of the points in the @” and the 8" phase di-
agram at different specifications are presented in Figure 6 (a)
and (b), respectively. We see that the algorithm presents second
order convergence regardless of the specified variable selected.

Figure 7 compares the variations in In K and In K¢ with tem-
perature and pressure. In Figures 7 (a) and (b), we show the
calculated values for the usual definition of In K (component-
based) as a function of temperature and pressure, respectively,
throughout the phase envelope construction for incipient condi-
tions (&" = 8" = 0). The mixture had the same initial loads as
the ones used in Figure 5 (1, 1, 0 and 0.8 moles of propene, wa-
ter, 1-propanol and propane). The definition of K; in this case
is

Xil
K=t 3)

Xi2
x;1 is a general expression for the mole fraction of component
i in an incipient phase 1, and x; is a general expression for the
mole fraction of component i in a bulk phase 2. The values ob-
tained during bubble point calculations are represented as solid
lines, whereas those obtained during dew point calculations are
represented as dashed lines. The most notable feature of In K;
for any component i is that it crosses the value of zero at the crit-
ical condition for all components simultaneously. That is where
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the solid lines of bubble point calculations meet the dashed lines
of dew point calculations, and the bulk phase in the calculation
switches its phase state.

Light components, propene and propane, have positive val-
ues of In K in the bubble points, that is, they are more abundant
in the incipient vapor phase, than in the bulk liquid phase. Af-
ter crossing the critical point, this tendency is inverted and light
components have negative In K in dew point calculations. This
means that, in dew points calculations, they are less abundant in
the incipient liquid phase, than in the bulk vapor phase. Heavy
components, such as 1-propanol, have negative values of In K
in the bubble points, i.e., they are less abundant in the incipi-
ent vapor phase, than in the bulk liquid phase. Once the critical
point is reached, this tendency is also inverted and In K of heavy
components becomes positive in dew point calculations, mean-
ing that they are more abundant in the incipient liquid phase,
than in the bulk vapor phase. Water, on the other hand, exhibits
a peculiar behavior. Its value of In K is negative throughout
most of the range of T and P studied here. This indicates that
water is almost always less abundant in the incipient phase than
in the bulk phase, no matter whether it is a bubble point or a
dew point.

In Figure 7 (c) and (d), we show the values of In K¢ during the
phase envelope construction for the three elements defined here
(propene, water and propane, whereas 1-propanol as a species
is formed by the elements propene and water) as a function of
temperature and pressure, respectively. In K} for a component
k is defined by Equation 3.

From Figure 7 (c) and (d), we see that In K* retains the main
feature of In K for the development of saturation algorithms,
which is the value of zero at the critical point. That is also the
point where bubble point lines (solid lines) meet dew point lines
(dashed lines). Here, the volatility interpretation is rather non-
intuitive, as elements are arbitrarily assigned and do not pos-
sess individual values of critical temperatures or critical pres-
sures that determine how light or heavy they are. Nevertheless,
we can relate their behavior to Figures 7 (a) and (b). Element
propane is just present in component propane (the light com-
ponent), whereas elements propene and water are constituents
of component 1-propanol (the heavy component). As such, el-
ement propane exhibits a behavior typical of light components
in non-reactive systems. It has a positive In K¢ value in bub-
ble point calculations and a negative In K¢ value in dew point
calculations. The opposite is also true for elements water and
propene, which have positive values of In K¢ in dew point calcu-
lations and negative values of In K in bubble point calculations.

Furthermore, it should be noted that the quality lines at con-
stant o” (Figure 5 (a)) differ from the the quality lines at con-
stant 8" (Figure 5 (b)). They become, however, close to each
other as they approach the critical point. In Figure 8, we com-
pare both quality lines (element quality lines and component
quality lines). In this figure, red quality lines are the ones for
B, whereas the ones for « are presented in black. The incipi-
ent lines (8" = 0 and a” = 0) are the same in both paradigms.
The quality lines, however, differ considerably at lower temper-
atures and pressures, but become similar as they approach the
critical point. This can be explained by the phases becoming
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similar in their composition, both in terms of components (Fig-
ures 7 (a) and (b)) and in terms of elements (Figures 7 (c) and
(d)).

Finally, the methodology presented here is a useful tool to
understand the impact one of the components might have in the
phase behavior of reactive mixtures. In Figure 9, we present
several phase envelopes obtained by changing the amount of
the inert component (propane) in the mixture (b3). The initial
amount of the other components was kept constant and the fol-
lowing initial amounts of propane were studied: 0.01, 0.2, 0.4,
0.8, 1.5, 3.0, and 6.0 moles. The mixture has a very narrow boil-
ing region when propane is present at small amounts. Propane
addition leads to a wider phase envelope and a shift in the criti-
cal point to lower temperatures and higher pressures. The max-
imum critical pressure occurs at around 1.5 moles of propane
(around 6 MPa), after which more propane addition leads to
lower critical pressures (5.5 MPa at 3.0 moles of propane, and
5 MPa at 6.0 moles of propane).

3.4. PT Phase Envelope: Non-Reactive Hydrocarbon Mixture

Finally, we address the non-reactive case by analyzing the
phase behavior of a hydrocarbon mixture. The simplification
of the RAND method to non-reactive mixtures [12] is proved
to be a good and reliable alternative to other flash approaches
(such as the Rachford-Rice [25] or the Gibbs energy Minimiza-
tion paradigms [63]). The results we present here show that
the non-reactive RAND paradigm can also encompass satura-
tion problems. Most of the phase envelope research for non-
reactive systems works within the Rachford-Rice framework.
The possibility of a non-reactive saturation RAND is especially
advantageous from an implementation point of view, since the
same matrices and variables from the RAND non-reactive flash
algorithm can be readily incorporated in a saturation one.

The hydrocarbon mixture presented here consisted of the fol-
lowing components: methane, ethane, propane, n-heptane and
n-octane at mole numbers of 0.4, 0.1, 0.1, 0.2 and 0.2, respec-
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Figure 9: Phase envelopes of the reactive mixture of propene, water and 1-
propanol at the initial mole numbers of 1, 1 and 0, respectively, with different
amounts of the inert component propane (0.01, 0.2, 0.4, 0.8, 1.5, 3.0 and 6.0).

tively. The SRK-EoS [64] was used and the parameters are
presented in the supplementary material to this paper.

Figure 10 shows the phase envelope of the mixture with sat-
uration lines calculated using the methodology presented here
and shades representing the values of 8" obtained from the two-
phase flash. The saturation lines fall exactly on the borders
between the shades, showing that the non-reactive saturation
methodology agrees with the flash results. The convergence be-
havior for some points using different specified variables is pre-
sented in Figure 11, which shows that the algorithm presented
second order convergence regardless of the variable selected.

4. Conclusions

In this work, we developed the saturation RAND formula-
tion for the S-specification problems, such as saturation point
problems, for mixtures with simultaneous chemical and phase
equilibrium. The saturation RAND formulation was obtained
by modifying the recently developed RAND-based flash for-
mulation for reactive mixtures. The saturation RAND formu-
lation, using A, B, T and P as working variables, provides a
second order convergence scheme for efficient solution of the
[B-specification problems. The element-based phase fraction or
the component-based phase fraction can be used for specifying
the problem, and they lead to different specification equations
and formulations. We further extend the single-point formu-
lation to construction of the whole PT phase diagram, using
a methodology suggested by Michelsen for non-reactive mix-
tures. To ensure that the calculation could cross the critical
point smoothly, we introduced element-based partition coeffi-
cients K° to be used as specification variables. K¢ are similar to
the component-based equilibrium factors K-factors, and equal
to 1 at the critical point. The phase envelope algorithm using
the saturation RAND formulation represents a general solution
to the S-specification problems for reactive mixtures, and can
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Figure 11: Convergence behavior of the non-reactive algorithm at fixed 8" at
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therefore be reduced to the special case for non-reactive mix-
tures. We showed how the reduced algorithm provides an al-
ternative approach to Michelsen’s phase envelope algorithm for
non-reactive mixtures.

This new methodology was tested with four examples involv-
ing both VLE and SLE, utilizing both the y — ¢ and ¢ — ¢ ap-
proaches. The algorithm was tested to calculate the conditions
in which incipient phases appear, resulting in the Pxy and T xy
phase diagrams of Sections 3.1 and 3.2.The automatic construc-
tion of complete phase envelopes was presented in Section 3.3
for a system involving an alkene hydration reaction, where we
also calculated both saturation lines and quality lines under two
differen specifications, @ and 8". The final set of results showed
the applicability of the method to non-reactive mixtures (Sec-
tion 3.4). The algorithm showed second order convergence in
all test examples and proved to be a versatile and reliable tool
for phase diagram construction.

Our study suggests that robust and efficient phase equilib-
rium calculation algorithms, not limited to flash, can be devel-
oped for systems with complex chemical equilibria. The ad-
vancements reported here can find applications in several areas
where the interplay between chemical reactions and phase be-
havior plays a major role, and this is not limited to VLE or SLE
or any modeling strategy. In particular, the developments con-
tribute directly to the PT phase envelope calculation where the
studies for reactive systems are still rare.
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